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Bringing Exascale-Class Technologies to Mainstream HPC and Al

Ultra-Fast
HBM2e
Memory €

64GB High-bandwidth HBM2e
memory with ECC Support at a
bandwidth of 1.6 TB/s?
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eeee Matrix Cores

enable 45.3 TFLOPs FP64 double
precision matrix performance'

AMD CDNA™ 2 Architecture

Powered by the 2nd Generation AMD
CDNA™ architecture, the MI210
accelerator is purpose-built for HPC and
Al, and delivers outstanding performance
over competitive data center PCle®

GPUs today.’

Exascale-class
Technologies

AMD Instinct™ MI210 leverages the same
technology powering the world's most
powerful supercomputers

AMD Infinity Fabric™ Technology
3rd Gen AMD Infinity Fabric
maximizes system efficiency
throughout by enabling high speed
direct GPU to GPU connectivity.

Visit AMD.com/INSTINCT
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AMD ROCm™ Ecosystem

With the ROCm open software

platform, HPC and Al developers

can now access a range of open compute
languages, compilers, libraries and tools for
production-class deployments.
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